ABSTRACT

Day by day advanced web technologies have led to tremendous growth amount of daily data generated volumes. This mountain of huge and spread data sets leads to phenomenon that called big data which is a collection of massive, heterogeneous, unstructured, enormous and complex data sets. Big Data life cycle could be represented as, Collecting (capture), storing, distribute, manipulating, interpreting, analyzing, investigate and visualizing big data. Traditional techniques as Relational Database Management System (RDBMS) couldn’t handle big data because it has its own limitations, so Advancement in computing architecture is required to handle both the data storage requisites and the weighty processing needed to analyze huge volumes and variety of data economically. There are many technologies manipulating a big data, one of them is hadoop. Hadoop could be understand as an open source spread data processing that is one of the prominent and well known solutions to overcome handling big data problem. Apache Hadoop was based on Google File System and Map Reduce programming paradigm. Through this paper we dived to search for all big data characteristics starting from first three V’s that have been extended during time through researches to be more than fifty six V’s and making comparisons between researchers to reach to best representation and the precise clarification of all big data V’s.
characteristics. We highlight the challenges that face big data processing and how to overcome these challenges using Hadoop and its use in processing big data sets as a solution for resolving various problems in a distributed cloud based environment. This paper mainly focuses on different components of hadoop like Hive, Pig, and Hbase, etc. Also we institutes absolute description of Hadoop Pros and cons and improvements to face hadoop problems by choosing proposed Cost-efficient Scheduler Algorithm for heterogeneous Hadoop system.
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1. INTRODUCTION

With the use of digitization of last decades, the capacity to create and interchange data, information, messages, audios, and videos over networks unimaginably or even believed has grew and expanded. This enormous data revolution phenomenon was called big data. Big data as a term used for such a collection of massive datasets, have typical characteristics as, fast-moving, multi-source origin, tremendously large and unstructured [1,2,3] and also has been one of the greatest trend that attracted many researchers to do research introducing how to utilize and benefit from this technology. Also big data refers to the enormous amounts of digital information that collected or captured, stored, distributed, manipulated, interpreted, analyzed, investigated and visualized between people all over the world. With the appearance of big data technologies like Hadoop and existing models as MapReduce and Clustering algorithm, as explained latter in this paper, there is more predicts for productively analyzing for big data sets. The paper is structured as follows: in section 2 we introduce back ground that includes grid, data grid, grid computing, computational grid, and cloud computing, Sources of Big Data, big data 56 V's characteristics, Big Data analytics, and Big Data Processing Problems. In section 3 we introduce related topics includes Hadoop as a solution to overcome BD problems, Problems with Hadoop, Proposed Improvements to Overcome Hadoop problems, Hadoop Tools for Handling BD, and Hadoop Applications. In section 4 we highlights Hadoop Improvements using Hadoop Scheduling technique, and chosen proposed Cost-efficient Scheduler Algorithm for heterogeneous Hadoop system. Section 5 contains Conclusion.

2. RELATED STUDY

The web makes it easy to collect and share knowledge as well as data in raw form. Big Data is about how these data can be stored, processed, and comprehended with an aim of using it in expecting the action in future with a reasonable accuracy and allowable time delay. The current and emerging focus of big data analytics is to explore traditional techniques as pattern mining, decision trees rule-based systems, and other data mining techniques to progress business rules even on the large data sets efficiently. It can be accomplish by either progress algorithms that uses spread data storage, in-memory computation or by using cluster computing for mutual computation. Earlier these processes were implemented using grid computing, which was passed by cloud computing in recent days.

2.1 Data Grid

Data grids supply a base to support data storage, data recognition, data processing, data spread, and data manipulation of huge volumes of data really saved in various contrasting databases and file systems [4]. Also can be defined as a system made up from several servers that process simultaneously to manipulate information and associated operations such as computations in a spread environment. A data grid could also introduced as an architecture or set of services that gives users the ability to access, process and transport extremely huge amounts of spread data for research purposes.

2.2 Grid Computing

Grid computing is a form of spread computing that uses geographically and managerial different resources [4]. Also Grid computing, is a means of customize the computing power in spread means to solve great problems and that requires lots of operating time and power [5]. Grid computing could be constituted by many connected servers using a high rate network; each server participates on one or numerous roles. Grid computing main benefits are the high repository capability and the processing energy by offers
the opportunity to harness unutilized computing power. Grid computing gives the opportunity for beneficiaries to share resources as processing and storage capabilities to be used by different people. Grid computing goal is to reach computers only when demanded and widening the range of problems in which even small computers can make a contribution to the grid. We can consider every device connected to the Internet in a grid computing as a node in a hugely large computing machine. In the grid domain, the problem is divided and spread to enormous number of computers to obtain a solution in a cost effective way. There are several applications using this technology as astronomy, weather, medicine, multi-player gaming, etc. Typically grid computing works on two dominant models: Commercial Model and Social Model [5].

- Commercial Model: It works on the principle that this technology can be used for the commercial purpose by setting up large processing centers, selling their capabilities to hourly users and collecting money [5]. The advantage of this model is Quality of Service (QoS) maintenance and is a reliable method of computation.

- Social Model: It works with the understanding that these resources must be harnessed for the benefit of society [5]. Grid computing technique is implemented through programs that follow Open Grid Service Architecture (OGSA). Globus toolkit is popular software program that implements OGSA and is used in a grid computing environment.

2.3 Computational Grid

A computational grid is a hardware and software framework that provides dependable, fixed, full, and cheap access to advanced computing capabilities. This grid provides protected access to huge pool of shared processing power appropriate for high throughput applications. The computational grids provide a convenient way to connect multiple devices, helping to reduce the power consumption and also increases system speed. Computational grids are used by many organizations for example, health maintenance, material science collaboratory, computational market economy, government etc [4,6].

2.4 Cloud Computing

Recently cloud computing is considered very important concept. Its roots comes from grid computing and other related concepts like distributing systems, utility computing, and cluster computing. Cloud computing indicates to the concept of computing at a faraway location with manage at the users' end (computer or even mobile phones) through a thin client system [5]. Processing, memory, and storage will be done at the service providers' infrastructure as explained in Fig. 1 [5]. Users need to connect to the virtual system occupy at some faraway location, that run different virtual operating systems on physical servers with the aid of virtualization. Cloud computing assist all types of fault tolerant features like live migration, scalable storage, and load balancing [7].

```
Fig. 1. Basic model of cloud computing
```
Cloud computing works on three dissimilar levels, namely, Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS) [8,9] as explained in Fig. 2.[10]. Also Cloud computing agony from similar negatives of grid computing as data replication, data location, security threats, data segregation, regulatory compliances, recovery issues, long-term viability, high dependency on the Internet for accessing the remote virtual machine, investigative support, different laws of different countries, etc [5]. Cloud computing also suffers from similar defects in grid computing like data location, data replication, data segregation, security threats, regulatory compliances, recovery issues, long-term viability, high reliance on the Internet for remote virtual machine access, different laws from different countries, the concept of investigative support, etc.

2.5 Sources of Big Data

We present here the different sources of Big Data. Digitization of content by industries is the new source of data [5] Advances in technology are also leading to a higher rate of data generation. For example, one of the largest surveys in astronomy, the Sloan Digital Sky Survey (SDSS) recorded a total of 25 terabytes of data during the first (2000-2005) and second (2005-2008) surveys combined. With advances in the telescope accuracy, the amount of data collected reached hundreds Terabytes. The use of "smart" devices is another source of big data. Smart meters in the energy sector record electricity use every 15 minutes compared to previous monthly readings. In addition to social media, the Internet of Things (IoT) is now the new source of data. Data can be obtained from agriculture, industry, medical care and other smart cities developed on the basis of the Internet of Things [5]. Table 1 summarizes the various sources of data produced in different sectors [5].

2.6 Fifty Six V's Characteristics of Big Data

Recently, the term "Big Data" has become a very well-known term, although it isn't expresses accurately because it points only to the size of data ignoring obtainable properties. The concept of big data returns back to the year 2001, with a 3Vs model [11,12]. Theses 3Vs, also known as the dimensions of big data, represent the increasing Volume, Variety, and Velocity of data. After the first big data 3 V's characteristics, began getting a lot of attention for many people to add some more V's to the characterization of big data. as explained in our paper as in Fig. 3 [11,12], these 3 Vs exceeds and become more than fifty six V's characteristics, two of them were added by the author as explained in [11,12]. Different declarations for each "V" characteristic (dimension) are explained as follows as in Table 2 [11,12]:
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Table 1. Different sources of data

<table>
<thead>
<tr>
<th>Sector</th>
<th>Data Produced</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Astronomy</td>
<td>Movement of stars, satellites, etc.</td>
<td>To monitor the activities of asteroid bodies and satellites</td>
</tr>
<tr>
<td>Financial</td>
<td>News content via video, audio, twitter and news report</td>
<td>To make trading decisions</td>
</tr>
<tr>
<td>Healthcare</td>
<td>Electronic medical records and images</td>
<td>To aid in short-term public health monitoring and long-term epidemiological research programs</td>
</tr>
<tr>
<td>Internet of Things (IoT)</td>
<td>Sensor data</td>
<td>To monitor various activities in smart cities</td>
</tr>
<tr>
<td>Life Sciences</td>
<td>Gene sequences</td>
<td>To analyze genetic variations and potential treatment effectiveness</td>
</tr>
<tr>
<td>Media/Entertainment</td>
<td>Content and user viewing behavior</td>
<td>To capture more viewers</td>
</tr>
<tr>
<td>Social Media</td>
<td>Blog posts, tweets, social networking sites, log details</td>
<td>To analyze the customer behavior pattern</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>Call Detail Records (CDR)</td>
<td>Customer churn management</td>
</tr>
<tr>
<td>Transportation, Logistics, Retail, Utilities</td>
<td>Sensor data generated from fleet transceivers, RFID tag readers and smart meters</td>
<td>To optimize operations</td>
</tr>
<tr>
<td>Video Surveillance</td>
<td>Recordings from CCTV to IPTV cameras and recording system</td>
<td>To analyze behavioral patterns for service enhancement and security</td>
</tr>
</tbody>
</table>

Fig. 3. Big data fifty six V's characteristics

2.7 Big Data Analytics

Information storage is an ancient process that people do when they try to write texts or stamped symbols onto a rock and clay disc to simulate some knowledge [27]. The recent computer advancements is reflected in easy and cheap processing that makes storing and representing data a trivial task. Datafication could be defined as the process of collecting, storing, and analyzing data related to a specific activity or process and turn it into assess to make it more clear and help to make certain decisions [27]. Datafication is combined with sensors industry that is reproduce due to the low cost of sensors. Datafication plays a big role as the backbone of Big Data invasion. So, data can be easily generated, gathered, stored, modified, analyzed, implemented, and visualized. The term big data analytics could be subdivided into two expressions. First Big data can be considered as huge data sets that may be analyzed to reveal patterns, trends, and associations, especially relating to human behavior and interactions.
Second, the analytics is a mix of different type of analytical tools as statistical analysis, data mining, Natural Language Processing (NPL), etc [28]. Gathering first and second expressions we get big Data analytics that is the use of advanced analytic techniques that are used to analyze the data, extract hidden pattern and explore insights out of data against very large, diverse data sets that include structured, semi-structured and unstructured data, from different sources, and in different sizes from terabytes to zettabytes.

Table 2. Characteristics of big data: The 56 V’s

<table>
<thead>
<tr>
<th>V's Characteristics</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Volume</td>
<td>Many companies have already amount of archived &quot;Ocean of data&quot; in the form data or of information that can came from every possible sensor, logs, Hundreds hours of YouTube uploaded videos, billions gigabytes from global mobile traffic [11,12].</td>
</tr>
<tr>
<td>2. Variety</td>
<td>Big Data is represented by different formats and varied types of data between structured, semi-structured, multi-structured and mostly unstructured data as well that came from many types of data resources, so it is heterogeneous in both size and type, consequently cannot be putted together into a relational database [11,12,13].</td>
</tr>
<tr>
<td>3. Velocity</td>
<td>Could be defined as the speed of data traveling from one side to another or moves around and the speed of processing it with high rate of receiving data and information [11,12].</td>
</tr>
<tr>
<td>4. Veracity</td>
<td>We need clear and definite answer for a very important question, does data comes from a reliable source [11,12].</td>
</tr>
<tr>
<td>5. Validity</td>
<td>How quality consistence, preciseness, reasonableness and correctness the data for its intentional use [11,12].</td>
</tr>
<tr>
<td>6. Value</td>
<td>Unless turning the enormous amount of data in big data into value, it could be useless and unusable [11,12].</td>
</tr>
<tr>
<td>7. Variability</td>
<td>Variability in big data’s circumstances means variability in the data, which required to be found by deviation and aberration detection methods leading for any relevant analytics to occur [11,12,14].</td>
</tr>
<tr>
<td>8. Venue</td>
<td>Big data is distinguished by its distributed heterogeneous data from various platforms, from numerous owners' systems, with different formatting and access needs, private or popular [11,12,15].</td>
</tr>
<tr>
<td>9. Vocabulary</td>
<td>All metadata shapes like data models, schema, semantics, ontologies, taxonomies, and other contents that describe the data’s structure, syntax, content, and origin [11,12,15].</td>
</tr>
<tr>
<td>10. Vagueness</td>
<td>The meaning of found data is often very unclear, not only has how much data been available but also how much it is not obscure [11,12,15].</td>
</tr>
<tr>
<td>11. Vulnerability</td>
<td>This means that no system is perfect, which means it’s probable there is a way for its hardware or software to be agreement, successively meaning that any associated data can be tacked or manipulated [11,12,14].</td>
</tr>
<tr>
<td>12. Volatility</td>
<td>What time does remain data valid and should be stored. How old dose data need to be before it is considered irrelevant [11,12,14].</td>
</tr>
<tr>
<td>13. Visualization</td>
<td>Refers to the application of more recent visualization techniques to explain the relationships between data and can display real-time changes and more illustrative graphics, thus going beyond pie, bar and other charts [11,12,14].</td>
</tr>
<tr>
<td>14. Viscosity</td>
<td>It is occasionally used to express the delay, latency or lost time in the data relative to the phenomenon being described [11,12,16].</td>
</tr>
<tr>
<td>15. Virality</td>
<td>Measures the rate at which data can propagates through a network [11,12,16].</td>
</tr>
<tr>
<td>16. Virtual</td>
<td>Enterprises and other groups can benefit from big data virtualization because it authorize them to use all the data assets they gather to accomplish various goals and objectives [11,12].</td>
</tr>
<tr>
<td>17. Valences</td>
<td>It is a measure indicating how dense the data is [11,12].</td>
</tr>
<tr>
<td>V's Characteristics</td>
<td>Explanation</td>
</tr>
<tr>
<td>---------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>18. Viability</td>
<td>Viability could be seen as carefully choosing those attributes in the data that are most likely to forecast outcomes that matter most to organizations [11,12].</td>
</tr>
<tr>
<td>19. Virility</td>
<td>With big Data it means that it creates itself. The more Big Data you have, the more Big Data gets strength and forceful [11,12,17,18,19,20].</td>
</tr>
<tr>
<td>20. Vendible</td>
<td>The very existence of client’s for Big Data shows crucially that it is appreciable – this is evident from the communication of some known means of trading with subscribers data [11,12,17,21,22].</td>
</tr>
<tr>
<td>21. Vanity</td>
<td>Vain of data means that it is glad with the effect it produces on other individuals [11,12,17,21,23].</td>
</tr>
<tr>
<td>22. Voracity</td>
<td>Big Data is potentially so insatiable that it may achieve the influence, manage and the possibility to consume itself [12,17,21,23].</td>
</tr>
<tr>
<td>23. Visible</td>
<td>Not only pertinent information should exist, but also should be evident to the intended person at the proper time [11,12,22].</td>
</tr>
<tr>
<td>24. Visual</td>
<td>We currently live in a world of seeing, watching, and exchanging photos and videos, whether they are personal or product pictures or weather photos through the Internet [11,12,17,22].</td>
</tr>
<tr>
<td>25. Vitality</td>
<td>Vitality of the data is an important perception that is vital and is included in the concept of Value [11,12,17,22].</td>
</tr>
<tr>
<td>26. Vincularity</td>
<td>It implies in its exact meaning connectivity or linkage. This idea is very pertinent in today’s interconnected world through the internet [11,12,17,24].</td>
</tr>
<tr>
<td>27. Verification</td>
<td>The process of initiate the fact, precision, or validity of data [11,12,17,22].</td>
</tr>
<tr>
<td>28. Valor</td>
<td>The specific data that has the possibility to produce value and guiding how this can be accomplished [11,12,17,25].</td>
</tr>
<tr>
<td>29. Verbosity</td>
<td>Understanding how to quickly separate the meaning you keep about from its repetition is important for efficiency of processing [11,12,17,22].</td>
</tr>
<tr>
<td>30. Versatility</td>
<td>Versatility of data shows to what extent the data is useful, in different scenarios [11,12,17,22].</td>
</tr>
<tr>
<td>31. Veritable</td>
<td>Data being in fact the thing named and not false, unreal, or imaginary [11,12].</td>
</tr>
<tr>
<td>32. Violable</td>
<td>Violable data capable of being or likely to be violated [11,12].</td>
</tr>
<tr>
<td>33. Varnish</td>
<td>Interaction of end-users with our work matters, and polish counts. [11,12].</td>
</tr>
<tr>
<td>34. Vogue</td>
<td>Artificial intelligence are become? [11,12,26].</td>
</tr>
<tr>
<td>35. Vault</td>
<td>Importance of data security [11,12,26].</td>
</tr>
<tr>
<td>36. Voodoo</td>
<td>Deliver results with real-world impact [11,12,26].</td>
</tr>
<tr>
<td>37. Veil</td>
<td>Examine latent variables from behind the curtain [11,12,26].</td>
</tr>
<tr>
<td>38. Vulpine</td>
<td>Data leads to a new technology [11,12,26].</td>
</tr>
<tr>
<td>39. Verdict</td>
<td>People affected by model’s decision [11,12,26].</td>
</tr>
<tr>
<td>40. Vet</td>
<td>Vetting the assumptions with evidence [11,12,26].</td>
</tr>
<tr>
<td>41. Vane</td>
<td>Unclear direction of decision-making [11,12,26].</td>
</tr>
<tr>
<td>42. Vanilla</td>
<td>Simple methods if tackled with care, can provide value [11,12,26].</td>
</tr>
<tr>
<td>43. Victual</td>
<td>Big Data fuel of data science [11,12,26].</td>
</tr>
<tr>
<td>44. Vantage</td>
<td>Privileged view of complex systems [11,12,26].</td>
</tr>
<tr>
<td>45. Varmint</td>
<td>As data gets bigger, so do software bugs [11,12,26].</td>
</tr>
<tr>
<td>46. Vivify</td>
<td>Ability of data science to cope with every real-life aspect [11,12,26].</td>
</tr>
<tr>
<td>47. Vastness</td>
<td>Bigness of Big Data [11,12,26].</td>
</tr>
<tr>
<td>48. Voice</td>
<td>Ability to speak with knowledge [11,12,26].</td>
</tr>
<tr>
<td>49. Vaticination</td>
<td>Ability to forecast [11,12,26].</td>
</tr>
<tr>
<td>50. Veer</td>
<td>Change direction according to customer need [11,12,26].</td>
</tr>
<tr>
<td>51. Voyage</td>
<td>Increasing knowledge [11,12,26].</td>
</tr>
<tr>
<td>52. Varifocal</td>
<td>It is about trees and forest [11,12,26].</td>
</tr>
<tr>
<td>53. Version control</td>
<td>You are using it right? [11,12,26].</td>
</tr>
<tr>
<td>54. Vexed</td>
<td>Potential of data science to handle complicated problems [11,12,26].</td>
</tr>
<tr>
<td>55. Vibrant</td>
<td>Provision of insight by data science [11,12,26].</td>
</tr>
<tr>
<td>56. Vogue</td>
<td>Artificial intelligence will become? [11,12,26].</td>
</tr>
</tbody>
</table>
2.8 Trials and Problem Associated with Big Data Processing

Big data is a big challenge [29]. Data storage will flood your access. The data-processing tools you need are new and intimidating. Business-value insights to analyze data to find real work.

2.8.1 Storage

The data for companies that deal with the most mysteries is how it is stored [29]. The old traditional method of "spinning dish" was to use a hard drive. These are slow, but not much to save a lot of money. Speed is a priority, so companies with SSDs can move in for a bit more money. Ten to a hundred times faster, but more expensive. In fact, the turbo charge who wants to establish his company, the computing "in memory of" is present. This figure is 10,000 times faster than the old methods maybe stored in RAM, which allows you.

2.8.2 Process

Talk to a data advisor and Hadoop before starting to shit about how long you can [29]. In fact, Big Data and Hadoop are inseparable from the many folks pretending to be themselves. For newcomers, Hadoop is a way to store and manipulate data in a separate departments or groups. It has huge reserves for handling data, making it ideal for growth, easy-to-manage and intuitive means. So what's new? The whisper on the road Hadoop began to see that. Here is Sanjay Joshi, Indian giant Mahindra Tech Global Big Data owner is: "Hadoop has been around for nearly a decade, and it comes to technology, that's a long time ago and it looks like there are some limitations.

2.8.3 Analysis

OLDE people in large numbers, data scientists who get paid can only analyze [29]. He baffled and astonished the spectators with their coding skills. Today, it is possible to use Additional employees by using simple graphical interface data to search for valuable patters. Drag and drop most popular chart which use Tableau, Qlikview, and SAS Visual Analytics and are Opinurate. Founded by Lucky Voice karaoke series, Martha Lane-Fox uses Tableau for planning. Staff songs, the most popular food and beverage for customers who prefer to look at reservation data, and can play an important role in rebooking. It avoids the Tableau coding format completely. Users simply take over and create a new diagram that lists the data transfer. Walmart is suitable for promoting cross selling products and additional selling of its Neo4j chart database to identify uses. This tech-less employee is fairly easy to use. Big data software makers recognize this trend and now these systems collaborate easily to ensure the network. For example, log analytics, the maker of the concept tool, scientists recently rely on data to end with the stated goal, and HP has partnered with Vertical Analytics Platform. Communications between the two are automatic. Scientists hardly have data. The second is the desire to tools should be considered.

2.8.4 Information growth

In big data it's the most important issue that is size [30]. We heard the word big data, the first thing we see in our minds is volume and size. Managing the large and rapidly growing amount of data is a challenging task. The data is growing faster and the CPU speed is constant and static.

2.8.5 Speed

Size matters speed. If the data set is larger and contains large information, it will take longer to respond [30].

2.8.6 Privacy and security

Data privacy is the big issue that arises in big data. In the United States, there is much fear about inappropriate use of personal data [30].

3. HADOOP AS A SOLUTION TO OVERCOME BIG DATA TRIALS AND PROCESSING PROBLEMS

Big data is a big challenge. Data storage will flood your Hadoop on large data sets in a distributed computing arrival [29]. The data-processing tools you need are new and intimidating. And environment used to support the processing of a programming commercially valuable insights to analyze the data to find there framework. Hadoop is the most popular technology beginning of twenty-first century that is able to mine and sort data. Apache Hadoop is based on google file system named Hadoop Distributed File System (HDFS) for storing data and Map Reduce Programming paradigm for processing stored data as explained in Fig. 4 [30,31]. Apache Hadoop Ecosystem is explained in Fig. 5 [27]. Hadoop is the most implemented
solution for handling big data using Map Reduce software framework that divides (breaks down, splits) the task into small parts and assigns it to separate computer and collect the result in data set. Hadoop has enough flexibility to work with multiple data sources, or even assemble multiple systems to be able to do large scale processing.

3.1 Hadoop Advantages

3.1.1 Range of data sources

The data collected from different sources will be in different shapes variety of structured, semi-structure, multi-structure, and unstructured form. The sources can be social media like Facebook and twitter or even email conversations [30]. Much time will be required to convert all collected data into one format. Hadoop saves this time because it can extract valuable data from any form of data. It also has a variety of functions such as data warehousing, fraud detection etc.

3.1.2 Cost effective

The companies had to spend lots of amount of their benefits into storing large amounts of data. In some cases they had to delete large groups of raw data in order to make space for new data [30]. There was a chance of waste important information in such cases. With Hadoop, this issue is completely resolved. It is a cost practical solution for data storage purposes.

3.1.3 Speed

Every organization wants to use a platform to get the work done as fast as possible rate [30]. Hadoop enables the organization to do just that with its data storage needs. It uses a storage system where the data is stored on a spread file system.

Fig. 4. General components and structure of hadoop

Apache Hadoop Ecosystem

Fig. 5. Apache hadoop ecosystem
3.1.4 Multiple copies

Hadoop automatically duplicates the data that is stored in it and creates multiple copies [30]. This is done to ensure that data is not lost in the event of a malfunction. Hadoop understands that the data stored by the organization is important and should not be lost unless the company ignores it.

3.2 Problems with Hadoop

Although Hadoop has many advantages, it still faces some problems. The main issue for Hadoop is lower data processing efficiency than traditional DBMSs [32,33].

3.2.1 Lack of query optimization (Limited SQL support)

HDFS does not support SQL and improved query techniques. Map and Reduce functions are used to complete the process [32]. This requires users to create new functionality in Java if they need special functionality to meet their specific requirements. MapReduce has difficulties trying to access data from SQL database, and since the SQL database is still used in the required major database systems, this is a problem for Hadoop. Fig. 6 illustrates MapReduce functionality within Hadoop. Before the Mapper function works, a single file entry is uploaded in HDFS, and the file is split into multiple blocks during upload. Each block is assigned to each mapper task and yields an inter-mediate result. Transfer all intermediate results to the Reducer task over HTTPS. MapReduce works after loading all data into central storage from various locations and manipulating the data without modeling the data [32]. This process will be idle because MapReduce engine is not running until data acquisition. With traditional databases, different systems fit different data models and reduce data transfer. However, Hadoop will ignore all implementation plans and improve data modeling and raw data processing plan. So MapReduce has lower performance than DBMS.

3.2.2 Small data concerns

There are a few big data platforms in the market that are not fit for small data functions [30]. Hadoop is one such platform where only large companies that generate big data can benefit from its functionality. It cannot perform efficiently in small data environments.

3.2.3 Risky functioning

Java is one of the most widely used programming languages [30]. It has also been connected to various communities because cyber criminals can easily exploit the frameworks that are built on Java. Hadoop is one such structure that is built completely on Java. Therefore, the platform is weak and can cause unexpected damages.

---

**Fig. 6. Graphical representation of map reduce collective functions**
3.2.4 Parallelism is absent in hadoop

Parallel processing refers to multiple processors that access data at the same time; however, MapReduce uses single workflow processing instead of parallel data processing [32]. Meanwhile, MapReduce designs a single read input and output, which means regardless of the number of data processing, to achieve higher processing requests messages are sent, MapReduce only works on one at a time. Transfer to the next stage will not be granted until the current stage ends; therefore, MapReduce is a blocking process.

3.2.5 Simplified scheduling schemes in hadoop

In order to achieve ease of use and fault tolerance, Hadoop has a simple data-processing scheduler [32]. Hadoop uses default FIFO planning for Job Tracker vertex. In this method, JobTracker manipulating data one by one, entering first in and first out; hence this simple planning is not able to deal with the real problem. Hence, this single strategy and simple operation scheduling show less efficiency in real-time processing. Another problem with Hadoop is the lack of data optimization before the central station reaches local results. In DBMS, data is always protected before committing, but in real-time processing, since data is never stored, the system must provide a suitable method to avoid data loss, processing delay or data overhead.

3.2.6 Multiple copies of data

HDFS inefficiency creates of multiple copies of data (at least 3 copies) [5].

3.2.7 Inefficient execution

Lack of query optimizer results in inefficient cost-based plan to implement resulting greater cluster compared to similar database [5].

3.2.8 Challenging framework

It is not possible to take advantage of Complex transformational logic with the MapReduce framework [5].

3.2.9 Lack of skills

Knowledge of algorithms and skills are required to develop distributed MapReduce for proper implementation [5].

One of the biggest challenges is having a computing infrastructure that can analyze large and varied (structured and unstructured) data from multiple sources and enable real-time analysis of unexpected content without a clear schema or structure [5].

3.3 Proposed Improvements to Overcome Hadoop Problems

Since many issues have surfaced since Hadoop was developed, users in big organizations complain that Hadoop is sometimes slow [34]. In real data manipulation, data is always moving. Big storage and particular technologies are necessary. Unique techniques could provide potential improvements for efficiency of Hadoop framework. In the following section we introduce some recommendations.

3.3.1 Keeping big data in movement

In the real-time data manipulating, to accomplish higher efficiency, the system must make sure that all request messages are processed without a critical processing path [34]. To perform this operation, the system must use special functions to handle data processing. They introduce PCF and DCF into MapReduce function of Hadoop. This hybrid method can efficiently raise data transfer speed. The wireless MAC sub-layer includes two basic access methods:

- Distributed coordination function (DCF)
- The point coordination function (PCF).

DCF uses carrier-sensing multiple access with collision avoidance (CSMA/CA) approach [34]. The PCF relies on polling to determine which can transmit next. According to these methods, we can use same idea with data manipulating. According to these methods, we can use a similar idea with data processing. While transferring data from different locations, we can add DCF and PCF between the MapReduce function and the sites. For example, for DCF, it uses the CSMA/CA policy. During sending, when one middleman requests, it will send a Request to Send (RTS) to MapReduce, it will send Clear to Send (CTS) back for confirmation, then they can connect successfully. When other sites see CTS, they will stop trying to send the request. For PCF, point coordinator (PC) is an important role in the whole
process. PCF requires a computer to control all the transmission. During a special time period, the computer will ask all sites to set their requirements and create a request list. In this polling handling it can create an additional overhead for systems. However, it will avoid unexpected collisions and retreat. We will see the architecture for PCF in Fig. 7. A computer plays a controller and controls all different points, and then make a job list to processing.

Therefore, when the big number of data manipulating is involved into polling, the data manipulating is polled in sequence from the polling list maintained by the computer, which avoids collision and produces more efficient process.

3.3.2 Massive parallel operations

With great computing power, MapReduce uses one single I/O operations [34]. Like MPP (Massive Parallel Processing), we must distribute the MapReduce function in different locations connected to a switch. In the switch, it should retain an optimizer that can be used for data mining. By using this hybrid method, you will improve your handling efficiently. Moreover, in real time system waiting for process is not a good idea so it needs time restrictions. While moving many queues (data processing), the system can split the queues into different sectors and process them using different parameters, as shown in Fig. 8. This method can save time when submitting many data processing requests simultaneously.

3.4 Hadoop Tools for Handling Big Data

There are many tools that help in achieving these goals and help data scientists to process data for analyzing them. Many new languages, frameworks and data storage technologies have emerged that supports handling of big data.

3.4.1 Hadoop distributed file system (HDFS)

Hadoop includes a Hadoop Distributed File System or HDFS a fault tolerant storage system [29]. HDFS which stands for Hadoop Distributed File System that based on the Google File System (GFS) and provides a distributed file system designed to work on clusters on commodity hardware devices [35]. HDFS is the Java based distributed file system used by Hadoop [36]. It consists of Blocks, Name node (master) and the Data node (slave). A block is the minimum amount of data that can read or write. The default size of HDFS blocks are 128Mb. Files stored in the HDFS are split in to multiple blocks called Chunks that are independent of each other; for example, If the file size is 50 Mb then the HDFS blocks takes only 50Mb of memory space within in the default 128 Mb [36,37,38,39,40,41,42]. The name node is responsible for storing the Metadata which means it contains all the information about which shelf the data nodes data are stored. It contains the directory and location of data. Data nodes contain actual user data. On one hadoop cluster, there is only one name node and multiple numbers of data nodes present. Fig. 9 illustrates HDFS structure [36]. HDFS is data storage infrastructure without losing large chunks of failure, massive amounts of information stored in the scale are progressively viable. Clusters can be made using inexpensive computers. One fails, the remaining devices in the cluster running on Hadoop when going from work without data lose or interruption continue to work. HDFS, a cluster known as splitting files and servers into redundant parts across the cluster to store blocks from each storage group management. In normal case, three different HDFS servers are stored by copying each piece three complete copies of each file. The reason for large size of files or blocks is to reduce the number of disk seeks [43]. The server keeps a small block of the whole data set [30]. Hadoop is an open source framework that allows the storage and processing of big data in a distributed environment across groups of computers using simple programming models. It is designed to scale from single servers to thousands of devices, each offering local computation and storage [35].

HDFS Advantages [36]:
- It has very high bandwidth to support map reduce jobs.
- It is very less expensive.
- We can write the data once and read many times.

HDFS Disadvantages [36]:
- Cluster management is hard.
- The process of join multiple data base is slow and difficult.
Fig. 7. Proposed architecture of PCF for big data

Fig. 8. Segregation of data processing among transactions and queues

Fig. 9. HDFS structure
3.4.2 Hadoop MapReduce (programming paradigm)

MapReduce is a software framework for processing pole of hadoop. The processing process is applied on huge divided amounts of data that run parallel in a reliable, fault-tolerant manner. The two different phases of MapReduce are:

Map Phase: this phase, the workload is divided into smaller sub-workloads [5]. The tasks assigned to the map or mapper’s job which assigned the divided workload (smaller sub-workloads “input”) stored in HDFS to Mapper function line by line, which processes each unit block of data to produce a sorted list of (key, value) pairs. The mapper produces output list and passed it to the next phase. This process of mapper is known as shuffling as explained in Fig. 10 [30].

Reduce phase: In this phase, the reducer job is to process the input data that comes from the mapper by analyzing and merging it to produce the final output which is written to the HDFS in the cluster. Some other programming models such as Spark [44,45] and DataMPI [46] are competing with MapReduce. Table 3 summarizes the big data capabilities and the available primary technologies [5]. Since MapReduce is an open source with high performance which is used by many big companies for processing batch jobs [47,48].

MapReduce Advantages [36]:

- It supports wide range of language Java.
- It is a platform individualistic.

MapReduce Disadvantage [36]:

- It is applicable only for batch oriented process.
- Does not apply to interactive analysis.
- Does not work with intensive algorithm, learning and graphing.
- To overcome the limitation of Hadoop 1.0 move to hadoop 2.0

3.4.3 Hadoop YARN

YARN (Yet Another Resource Negotiator) [36]. In hadoop YARN, the multiple name node server manages the entire namespace in the hadoop cluster. YARN is the heart of the hadoop 2.0 OS. It consists of four components such as:

1) Client,
2) Resource Manager,
3) Node Manager and
4) Map Reduce Application Master.

Client submits their job to the resource manager for processing [36,37,38,49].

Framework for scheduling jobs and managing cluster resource [27]. YARN was developed to fix MapReduce limitations of. YARN has divided the main functions of MapReduce1 into two components related to resource management, job scheduling and monitoring via two separate daemons: Resource Manager and Application Master. This new architecture has solved the limitations of Map-Reduce 1. Fig. 11 illustrates moving from Hadoop 1 to Hadoop 2 [36].

![MapReduce architecture](image-url)
Table 3. Big data capabilities and their primary technologies

<table>
<thead>
<tr>
<th>Big Data Capability</th>
<th>Primary Technology</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage and management</td>
<td>Hadoop Distributed File System (HDFS)</td>
<td>Open source distributed file system, Runs on high performance commodity</td>
</tr>
<tr>
<td>capability</td>
<td></td>
<td>hardware, Highly scalable storage and automatic data replication</td>
</tr>
<tr>
<td>Database capability</td>
<td>Oracle NoSQL</td>
<td>Dynamic and flexible schema design, Highly scalable multi-node, multiple</td>
</tr>
<tr>
<td></td>
<td></td>
<td>data center, fault tolerant, ACID operations, High-performance key-value</td>
</tr>
<tr>
<td></td>
<td>Apache HBase</td>
<td>pair database</td>
</tr>
<tr>
<td></td>
<td>Apache Cassandra</td>
<td>Fault tolerance capability for every node, Column indexes with the</td>
</tr>
<tr>
<td></td>
<td></td>
<td>performance of log-structured updates and built-in caching</td>
</tr>
<tr>
<td></td>
<td>Apache Hive</td>
<td>Query execution via MapReduce, Uses SQL-like language HiveQL, Easy ETL</td>
</tr>
<tr>
<td></td>
<td></td>
<td>process either from HDFS or Apache HBase</td>
</tr>
<tr>
<td>Processing capability</td>
<td>MapReduce</td>
<td>Distribution of data workloads across thousands of nodes, Breaks problem</td>
</tr>
<tr>
<td></td>
<td>Apache Hadoop</td>
<td>into smaller sub-problems</td>
</tr>
<tr>
<td>Data integration capability</td>
<td>Oracle big data connectors, Oracle</td>
<td>Exports MapReduce results to RDBMS, Hadoop, and other targets, Includes a</td>
</tr>
<tr>
<td></td>
<td>data integrator</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>Statistical analysis</td>
<td>R and Oracle R Enterprise</td>
<td>Programming language for statistical analysis</td>
</tr>
<tr>
<td>capability</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 11. Hadoop 1.0 To Hadoop 2.0

Is considered as the resource manager that manages all the resources through the cluster. The node manager is responsible for maintaining the Meta data information, monitors and keep track of user application. Map reduce application master is responsible for executing the application. It makes more interactive to multiple applications, manages all the resources management, job scheduling, provide security controls and high availability of data. Here it can execute the both non-map reduce and map reduce application.
YARN Advantages [36]:

• It provides efficient utilization of resources.
• It can run the application which doesn’t follow.
• It supplies high data accessibility.

3.4.4 Hive hadoop

Hive is an open source platform that introduces facilities for querying and managing large datasets in distributed storage [5]. Also, Hive could be defined as data warehousing software that addresses how data is structured and queried in distributed Hadoop [30]. Hive is also a popular development environment used to write queries for data in the Hadoop environment. Hive is a language used to develop applications for the Hadoop environment; however, it does not stand for real-time queries. Hive is a technology developed at Facebook that turns Hadoop into a full SQL query dialect data warehouse. Being a dialect of SQL, Hive is a declarative language. You define the data flow, but in Hive we describe the result we want and and Hive figure out how to build the data flow to achieve that result. Unlike Pig, a chart is required in the cell, but you are not limited to just one schema (chart). Like PigLatin and the SQL, Hive itself is a complete relational language but not a complete Turing language. It can also be extended by UDFs just like PigLatin to be a complete Turing. Hive is a technology for turning Hadoop into a data warehouse, complete with SQL dialect for querying. Hive works in terms of tables. There are two types of tables you can create: managed tables whose data is managed by Hive and external tables whose data is managed outside of Hive.

Hive Advantages [36]:

• The users need not to write their jobs in the Map Reduce programs.
• It provides tools for easy data extraction, conversion and loading of data from the big data ware house.
• It offers infrastructure for storing the data.
• Any SQL developer can easily write hive query.
• It can be integrated with Hbase for easy query and data retrieval.
• Map reduces programs that need more lines of code than HiveQL.

Hive Disadvantages [36]:

• It doesn’t support for processing unstructured data.
• Complex jobs cannot be executed with Hive.
• The output of one job can be used to query the input for other jobs.

3.4.5 Pig (programming tool)

Pig is a platform that allows analysts to analyzing large data sets [5]. Pig could be defined also as procedural language for developing parallel processing applications for large data sets in the Hadoop environment [30]. Pig is an alternative to MapReduce, and automatically generates MapReduce functions. Pig includes Pig Latin, which is a textual language. Pig translates Pig’s Latin texts into MapReduce. Pig consists of both a language and an implementation environment. Pig, called PigLatin, is a data flow language - this is the kind of language that you program with by linking things together. Pig can operate with complex data structures, even those that can contain levels of nesting. Unlike SQL, Pig does not require data to have a chart or schema, so it is well suited for manipulating unstructured data. But, Pig can still tap into the value of the schema if you want to save on it. PigLatin is relatively complete as SQL, which means it is at least as powerful as Relational algebra. Turing completion requires conditional constructs, an infinite memory model, and loop combinations. PigLatin is not complete Turing in itself, but it can be when extended with a User defined Function.

Pig Advantages [36]:

• It decreases the Duplication of data.
• It reduces the number of lines of code and save the development time.
• The user defined functions can be easily programmed for read and write operations.
• It aids nested data models.
• The programmer who knows SQL language can easily able to learn and write pig scripts. Disadvantages:

Pig Disadvantages [36]:

• It doesn’t provide JDBC and ODBC connectivity.
• There is no committed Metadata database.
• It doesn’t offer web interface.
3.4.6 HBase

HBase is a scalable and distributed database that supports structured data storage for large tables [50]. It was designed to store structured data in tables that could have many of rows and many of columns [30]. HBase is not a relational database and wasn’t designed to stands for both transactional and other real-time applications. Apache HBase is distributed column based database like layer built on Hadoop designed to supporting billions of messages per day, HBase is highly scalable and offers fast random write operations as well as random and streaming readouts. It also provides atomic guarantees at the grade level, but there isn’t support for transactions across the parent grades. From a data model perspective, column orientation provides maximum flexibility in storing data and broad rows allow the creation of billions of indexed values in one table. HBase is ideal for workloads that require a lot of writing and need to hold large amounts indicators and maintain the flexibility to scale quickly.

HBase Advantages:

- It is highly Fault Tolerant.
- It provides low latency access to small amounts of data from within a large data set.
- It is highly flexible data model.
- Strongly consistent

HBase Disadvantages:

- It cannot be applicable to complicated data access patterns (Such as joins).
- It is not applicable for transactional applications or relational analytics.

3.4.7 R

R is a free software package for statistics and data visualization [51]. It is available for UNIX, Windows and MacOS systems and is the result of the work of many programmers from all over the world. R contains facilities for data handling, provides high performance procedures for matrix computations, large set of tools for data analysis, graphical functions for data visualization and a straightforward programming language. R comes with around 25 standard packages and many others available for download through the CRAN website family of Internet sites (http://CRAN.R-project.org). R is used as a computational platform for regular statistics production in many official statistics agencies and could be an open-source statistical computing language that provides a wide variety of statistical and graphical techniques to derive insights from the data [5]. Besides official statistics, it is used in many other sectors like finance, retail, manufacturing, academic research etc., making it a popular tool among statisticians and researchers. Is an open-source statistical computing language that introduces a wide variety of statistical and graphical methods for extracting insights from data [5]. It has an efficient method for processing and storing data and supports vector operations with a set of operators for faster processing. It contains all the features of a standard programming language and supports conditional arguments, loops, and user-defined functions. R is supported by a large number of packages through the Comprehensive R Archive Network (CRAN). It has robust documentation for every package. It has strong support for data settings, data mining and machine learning algorithms along with a good support for reading and writing in a distributed environment, making it suitable for handling big data. However, memory management, speed, and efficiency are probably the biggest challenge faced by R, R Studio is an IDE developed for programming in the R language. It is distributed for standalone Desktop machines as well as it supports client-server architecture, which can be accessed from any browser.

3.4.8 Python

Is a popular programming language, it is open source and is supported by Windows, Linux and Mac platforms [5]. It hosts thousands of modules packages contributed by a third-party or community. NumPy, Scikit, and Pandas support some popular packages for machine learning and data mining for data preprocessing, computing and modeling. It adds support for large multidimensional arrays and matrices with Python. Scikit supports classification, regression, clustering, dimensional reduction, feature selection, preprocessing and model selection algorithms. Pandas help with data managing and preparation for data analysis and modeling. It has strong graph support with NetworkX and nltk library for text analytics and Natural language processing. Python is extremely easy to use and great for quick and dirty analysis of a problem. It also integrates well with spark with the pyspark library.
3.4.9 Scala

Is an object-oriented language and has an acronym for “Scalable Language” [5]. Object and every method in Scala is a method-call, just like any object-oriented language. It needs java virtual machine domain. Spark, the in-memory cluster computing framework is written in Scala. Scala has becoming popular programming tool for dealing with big data problems.

3.4.10 Apache spark

Is an in-memory cluster computing technology designed for quick processing, which is implemented in Scala [5]. It is a memory-centric computational engine framework that is fast and scalable [27]. Since it’s memory-driven, it assumes MapReduce as the main framework for working with Big Data. Spark includes build-in libraries that support ETL, stream processing, machine learning, and graph computation, SQL and Data Frames. Spark is designed to extend the MapReduce model. Spark is faster because of in-memory arithmetic computation, and faster than MapReduce for complex application on disk. Besides, Spark can be used for a wide range of workloads (batch application, iterative algorithms, interactive queries, streaming data), and it is easy to use because it supports wide range of APIs for Scala, Python, Java, and R [27]. Most recently, it also started supporting R. It comes with 80 high-level interactive query operators. In-memory computation is supported by the Resilient Distributed Data (RDD) framework, which distributes the data frame into smaller pieces on different machine devices for faster computation [5]. It also supports both Map and Reduce for data manipulating. It supports SQL, data flow, graph processing algorithms and machine learning algorithms. Although Spark can be accessed with Python, Java, and R, it has a strong support for Scala and is much more stable at this time.

3.4.11 Amazon elastic compute cloud (EC2)

Is a web service that provides compute capacity over the cloud. It gives complete control over computing resources and allows developers to run their manipulation in the desired computing environment [5]. It is one of the most successful cloud computing platforms. It works on the basis of the pay-as-you-go prototype. Few other structers that assist big data are MongoDB, BlinkDB, Tachyon, Cassandra, CouchDB, Clojure, Tableau, Splunk and others.

3.4.12 Ambari

A web-based tool for provisioning, managing, and monitoring Hadoop clusters [27]. It also provides a dashboard to display cluster health and the ability to visually display MapReduce, Pig and Hive apps. Apache Ambari provides easy to use RESTful APIs which allows application developers to easily integrate Ambari with their own applications.

3.4.13 Mahout

A Scalable data mining and machine learning library essentially focuses on classification; clustering and batch based collaborative filtering (recommendation) [27]. The Aim of Mahout is to find insights out from big data stored in Hadoop. Mahout works well with spread environment and can scale productively in the cloud. It includes several MapReduce enabled clustering implementation like K-means and Canopy [27].

Mahout Advantages [36]:

• It supports supplementary and distributed naive bayes classification.
• It extracts an enormous amount of data.
• The company's such as Adobe, Twitter, Foursquare, Face book and LinkedIn internally uses mahout for data mining.
• Yahoo is specially used for pattern mining.

Mahout Disadvantages [36]:

• It doesn't support scala version in the development.
• Does not contain a decision tree algorithm.

3.4.14 Avro

A data serialization efficient binary format that facilitates interoperability with applications of different programming languages due to binary encoding that can be used for long term storage in Hadoop [27]. Avro uses a human readable JSON text file format to define data types and protocols because it supports the transfer of data objects in the form: attribute-value. Avro supports versioning of MapReduce that handles field addition and deletion of forward and backward alignment [27].
3.4.15 ZooKeeper

A centralized coordinator for reliable distributed applications coordination in Hadoop ecosystem. ZooKeeper is concerned with maintaining configuration information, naming, spread synchronization, handling partial failures that are inevitable in spread environment, and general group service [27].

ZooKeeper Advantages [36]:

- It provides reliability and availability of data.
- It provides high concurrency and serialization.
- Atomicity removes data inconsistencies between clusters.
- It is fast and simple.

ZooKeeper Disadvantages [36]:

- The large number of stacks needs to be maintained.

3.4.16 Oozie

Is a Java-based workflow server-based system that coordinates, manages, and process Hadoop jobs. Oozie represents workflows as control and action flows as nodes via Directed Acyclic Graphs (DAG) [27].

Oozie Advantages [36]:

- It allows the workflow of execution can be restarted from the failure.
- Availability of an API for the web service (meaning we can control jobs from anywhere).

Oozie Disadvantages [36]:

- It is not a resource scheduler.
- Not suitable for off-grid planning.

3.4.17 Sqoop

Is a software tool designed to transfer bulk data between Hadoop and relational database. Sqoop is used to import data from external database into HDFS or HBASE or HIVE [50]. It allows for data import from and data export to external relational database and parallel data transferring. Uses a simple SQL query as well as saved functionality that can run multiple times to import data-related updates regarding the data between Hadoop and relational database. Fig. 12 represents Sqoop transform.

Sqoop Advantages [36]:

- It offers the migration of heterogeneous data.
- It offers easy integration with Hive, HBase and oozie.
- We can import the whole data base or the single table in to HDFS.

3.4.18 Cassandra

A scalable multi-head database with no single points of failure [50]. Apache Cassandra is a high availability, highly scalable and high performance open source distribute database management system having capability of handling huge amounts of data across multiple servers. It provides for tolerance and is decentralized.

Fig. 12. Sqoop transformation
Cassandra Advantages [36]:
- The biggest companies such as Facebook, Twitter, Rack space and Cisco uses the Cassandra to handle their data.
- It contains Dynamo-Style Replication model to supply no one point of failure.
- It provides high throughput and quick response time if the number of nodes in the cluster increases.
- Transaction ACID is supported.
- It is a column directed data base.

Cassandra Disadvantages [36]:
- It does not support sub query and join operation.
- Limited support for data collection.
- Limited storage space for one column value.

3.4.19 Tez
A generalized data flow programming framework, which provides a robust and flexible engine for arbitrary DAG implementation of tasks to process data for both batch and interacting use cases [50]. Tez is certified by Hive, pig and other Hadoop environment frameworks and also by other commercial software ( e.g.HTL tools), to replace Hadoop MapReduce as the underlying execution engine.

3.4.20 Flume
Is a reliable distributed service for efficiently collecting aggregating and moving large amount of LOG data [50]. It helps the users to make the most of valuable log data. It allows streaming of data from multiple sources, and real-time bulk web log collection.

Table 4 compares the features of MapReduce, Spark, and DataMPI. MapReduce has been evolved from MapReduce1to MapReduce2 or the so-called YARN which concerns with scheduling and cluster resource management and covers the limitations of the first release [27,52].

<table>
<thead>
<tr>
<th>Features</th>
<th>Hadoop</th>
<th>Spark</th>
<th>HBase</th>
<th>Hive</th>
<th>Pig</th>
<th>MapReduce</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data processing</td>
<td>Hadoop is a batch processing system.</td>
<td>Spark is micro-batch processing and system.</td>
<td>HBase is used to store data into a column-oriented database.</td>
<td>Hive is used for data summarization, query, and analysis.</td>
<td>Pig is a tool used for analyzing of huge data sets.</td>
<td>Map Reduce is a tool which is suitable for parallel processing of huge data.</td>
</tr>
<tr>
<td>Streaming engine.</td>
<td>Hadoop takes large data sets as input, processes it and produces the output.</td>
<td>Spark streams data in micro-batches.</td>
<td>The batch load is optimized to run on the Spark execution engine</td>
<td>Hive streaming provides for Soft-ware based enterprise con-tent deli-very that is done behind fire-wall for effi-ciency and security.</td>
<td>Pig provides a parallel architecture orient-ed streaming engine that can update Hadoop data over small portions.</td>
<td>Map Reduce is a type of native batch processing engine.</td>
</tr>
<tr>
<td>Data flow</td>
<td>Hadoop is a chain of stages.</td>
<td>Spark represents a data flow in a form of a direct acy-clic graph (DAG).</td>
<td>HBase is run on top of HDFS and it stores data in the key / value form.</td>
<td>Data flow in Hive be-haves at the query execution level right from the UI. Meta store sends</td>
<td>The Pig is used to analyze larger sets of data that represents them as data flows.</td>
<td>Map Reduce is a distributed programming model that was designed for processing of large volumes of datasets in parallel such</td>
</tr>
<tr>
<td>Features</td>
<td>Hadoop</td>
<td>Spark</td>
<td>HBase</td>
<td>Hive</td>
<td>Pig</td>
<td>MapReduce</td>
</tr>
<tr>
<td>----------</td>
<td>--------</td>
<td>-------</td>
<td>-------</td>
<td>------</td>
<td>-----</td>
<td>-----------</td>
</tr>
<tr>
<td>Scalability</td>
<td>Hadoop provides scalable flexible data storage and analysis.</td>
<td>Spark provides linear scalability in the distributed environment.</td>
<td>HBase provides extreme scalability, reliability, and flexibility.</td>
<td>Hive is much familiar, fast, scalable and extensible.</td>
<td>Pig provides high level scalability.</td>
<td>Map Reduce provides scalability means that single server to thousands of machines.</td>
</tr>
<tr>
<td>Latency</td>
<td>Hadoop gives higher latency than Spark and Fink.</td>
<td>Spark gives low latency than Hadoop.</td>
<td>HBase is fast and used for low latency data access. It stores data in an in memory table called aMem-Store.</td>
<td>Hive has high latency as compared to HBase.</td>
<td>Pig is streaming writes, just like Map Reduce. Low latency queries are not supported in Pig, thus it is not suitable for OLTP.</td>
<td>Map Reduce gives low latency.</td>
</tr>
<tr>
<td>Cost</td>
<td>A midrange Intel server is recommended an enterprise-class Hadoop cluster.</td>
<td>Spark is very costly. It depends on your usage pattern, S3 listing and file transfer might cost money.</td>
<td>Hive is also open source, and built on top of Hadoop for data querying.</td>
<td>Pig is lower in cost to write and maintain compared to Map Reduce.</td>
<td>Pig reduce Cost is high but Hadoop cluster, a midrange Intel server is recommended.</td>
<td></td>
</tr>
<tr>
<td>Development</td>
<td>Hadoop is developed Apache Software Foundation.</td>
<td>Spark is developed at the University of California after some time it’s code base.</td>
<td>HBase is an open source project that was incubated by Apache Software Foundation.</td>
<td>Hive was initially developed by Facebook, but also some other companies develop and use it.</td>
<td>Pig is originally developed by Yahoo &amp; Facebook.</td>
<td>MapReduce is developed by Google for a new style of data processing.</td>
</tr>
<tr>
<td>Scheduler</td>
<td>Hadoop provides fair scheduler and Capacity scheduler they are two type scheduler in Hadoop. The scheduler in Hadoop becomes the plug-gable component.</td>
<td>Spark acts as its own flow scheduler due to in-memory computation.</td>
<td>HBase scheduler uses a polling to change state at regular intervals. Also, if required based on configuration it can trigger jobs.</td>
<td>Hive schedules table every hour by use of Oozie schedule.</td>
<td>Oozie is the tool for work-flow scheduler in Hadoop for Apache Pig – Secondly, write a brief Pig script for each data file to extract the required data fields.</td>
<td>Map Reduce provides the Fair Scheduler, which provides a way to share large clusters.</td>
</tr>
</tbody>
</table>
3.5 Hadoop Applications

3.5.1 Amazon

To build search pointers for Amazon products; process millions of sessions per day for analytics, using both the Java and streaming APIs; clusters vary from 1 to 100 nodes [30].

3.5.2 Yahoo!

More than 100,000 CPUs in about 20,000 Hadoop computers; the largest cluster: 2000 nodes (2*4cpu boxes with 4TB disk each); used to support research for Ad Systems and Web Search [30].

3.5.3 Facebook

To store copies of the internal registry and dimension data sources and use them as the source for reporting/analytics and machine learning; 320 machine cluster with 2,560 cores and about 1.3 PB raw storage [30].

3.5.4 Google

Apache Hadoop [53,54] is an open source implementation of the Google’s MapReduce [55] parallel processing framework.

3.5.5 Twitter

Twitter runs multiple large Hadoop clusters that are among the biggest in the world. Hadoop is at the core of our data platform and provides vast storage for analytics of user actions on Twitter.

3.5.6 LinkedIn

LinkedIn relies heavily on Hadoop especially for offline data infrastructure needs.

New Yourk Times software engineer talks about how Hadoop is driving business innovation at the newspaper and Web site

3.5.7 AOL

Is an American web portal and online service provider based in New York City. It is a brand marketed by Verizon Media. It is used for running an application that analyzes the behavioral pattern of their users so as to offer targeted services [53].

4. HADOOP IMPROVEMENTS USING SCHEDULING

Hadoop-MapReduce has become a powerful algorithm for processing big data on distributed commodity device clusters like Clouds [53]. Through our deep study of researches that study Hadoop performance enhancement, we found that there are many factors can affect Hadoop performance as explained in next sub-section. Between different researches that intended to enhance Hadoop performance, we chosen to make our improvements through Scheduling Policy because it can be considered as promising policy. In all Hadoop applications, the default FIFO scheduler is available where jobs are scheduled in FIFO order with support for other priority-based schedulers as well.

4.1 Scheduling in Hadoop

There are various factors affecting the performance of scheduling policies like data volume (storage), data source format (various data), speed (data rate), security and privacy, cost, connectivity and data sharing [56]. Ability to make Hadoop scheduler resource aware is one the emerging research problem that attracts the attention of most of the researchers because the current implementation relies on statically configured slots [53]. Each Scheduler takes into account resources like CPU, Memory, Job deadlines and IO etc. The default Scheduling algorithm is based on FIFO as jobs were executed in the order they were sent. Later the ability to set the priority of the Job was added [53]. Facebook and Yahoo have both contributed a lot of work developing scheduling software i.e. Fair Scheduler [57] and Capacity Scheduler [58] respectively which subsequently released to Hadoop Community. Several researchers are working on opportunities to enhance Hadoop’s scheduling policies. Recent efforts such as Delay scheduler [59], Dynamic Proportional Scheduler [60] offer differentiated service for Hadoop jobs allowing users to adjust the priority levels assigned to their jobs. However, this is no guarantee that the job will be completed by a specific deadline. Deadline Constraint Scheduler [61] addresses the issue of deadlines but focuses more on increasing system utilization. The Schedulers described above attempt to allocate capacity fairly between users and jobs, and make no attempt to consider resource availability on a more precise basis. Resource Aware Scheduler [62] considers the resource availability to schedule jobs. All the previous
schedulers address one or more problem(s) in scheduling in homogeneous Hadoop clusters. Other new work considers scheduling in Hadoop in Heterogeneous Clusters.

4.2 Proposed Scheduling Algorithm in Hadoop Heterogeneous Clusters

Heterogeneity in Hadoop systems is a substantial challenge in scheduling algorithms. This topic has not gained much awareness from researchers. We proposed to choose a promising algorithm that enhances performance of scheduling policies used in Heterogeneous Clusters. Using this algorithm, we are able to reduce the complexity of estimating the execution time for heterogeneous systems by considering the base unit. This algorithm has been presented to run on heterogeneous Hadoop clusters and runs job in parallel [56]. This algorithm first distributes data based on the performance of the nodes and then schedules the jobs according to their cost to perform and reduces the cost of executing the jobs. The chosen proposed algorithm achieves better performance in terms of execution time, cost and location compared to FIFO and Fair schedulers. They carried out part of the scheduling operation on the users’ system. Executing some scheduling components on users’ system can decrease the workload of name nodes.

4.3 Experimental Results for Chosen Proposed Algorithm

Fig. 13 presents the average job execution time for the algorithms based on the type of jobs in a real Hadoop system [56]. According to the obtained results, the chosen proposed algorithm has on average executed the jobs 2.29 times faster than the FIFO algorithm and 2.12 times faster than the Fair algorithm. Fig. 14 presents the average cost, and Fig. 15 presents the locality of the algorithms. Considering cost while assigning the jobs to the nodes and distributing the data of the jobs based on the performance of the nodes in the proposed algorithm has led to the creation of a higher performance difference. The chosen algorithm offers better performance for all three types of jobs compared to the FIFO algorithm and the Fair algorithm.
5. CONCLUSION

Managing the data is the big issue. Now an enormous amount of data is produced in the creation process so, the concept of big data occupies a large place in the scene. For data management, big data technology used i.e. Hadoop. Hadoop can handle the huge amount of data with its very effective cost, can also handle these ocean amount of data with very fast processing speed, and it can create a double copy of data in case of system failure or to prevent the loss of data. Although all these advantages of Hadoop, it suffers from some problems that we introduced in section 4. There are various factors affecting the performance of scheduling policies like data volume (storage), data source format (various data), speed (data rate), security and privacy, cost, connectivity and data sharing. Between different researches that intended to enhance Hadoop performance, we chosen to make our improvements through Scheduling Policy because it can be considered as promising policy. Ability to make Hadoop scheduler resource aware is one the emerging research problem that attracts the attention of most of the researchers because the current implementation relies on statically configured slots. All the previous schedulers address one or more problem(s) in scheduling in homogeneous Hadoop clusters. Other new work considers scheduling in Hadoop in Heterogeneous Clusters. We proposed to choose a promising algorithm that enhances performance of scheduling policies used in Heterogeneous Clusters. Using this algorithm, we are able to reduce the complexity of estimating the execution time for heterogeneous systems by considering the base unit. This algorithm has been presented to run on heterogeneous Hadoop clusters and runs job in parallel. According to the obtained results, the chosen proposed algorithm has on average executed the jobs 2.29 times faster than the FIFO algorithm and 2.12 times faster than the Fair algorithm (used by Facebook). This chosen Algorithm achieved promised important goal of enhancing Hadoop performance which we aim for with full force.

6. RESEARCH LIMITATIONS AND FUTURE WORK

This paper (BD3) is considered completion in our series of big data papers. We started our series with paper titled, “How Many Old and New Big Data V’s Characteristics, Processing Technology, and Applications (BD1)” [11]. Second paper in this series is titled as, “Big Data Fifty Six V’s Characteristics and Proposed Strategies to Overcome Security and Privacy Challenges (BD2)” [12]. Our fourth paper that is in Progress is titled, “Blockchain-based Trusted Distributed System for Big Data and Proposed Solution approaches to Overcome Blockchain Problems (BD4)”.
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